I CHAPTER 4

Preparation and Characterization
of Semiconductors

NATHAN S. LEWIS

Calitornia Institute of Technology
Pasadena, California

- MARY L. ROSENBLUTH

Sta‘nford University
Stanford, California

1 Preparation of semiconductors
1.1 Growth of single crystals
1.1.1  Bulk samples of crystalline semiconductors
1.12  Crystalline epilayers
1.1.3  Polycrystalline semiconductors
1.1.4  Growth of colloidal semiconductors
1.2 Etching, polishing, and forming ohmic contacts to semiconductors
2 Characterization of semiconductor materials
2.1 Orientation of exposed crystal planes
2.2 Bulk electrical and optical properties
2.2.1 Optical properties
2.2.2 Electrical properties
2.3 Surface characteristics
2.4 Flat-band measurements of semiconductors
24.1 Mott-Schottky measurements
2.4.2 Flat-band determination with photocurrent—voltage curves
2.4.3 Flat-band determination by high illumination intensity
2.4.4 Flat-band determination by electroreflectance
24.5 Flat-band determinations on colloidal semiconductors
2.5 Methods for measurement of the minority carrier diffusion length
2.5.1 Surface photovoltage
2.5.2 Diffusion length from spectral response data
2.5.3 Other methods for diffusion length measurement
2.6 Measurement of surface effects on junction properties
2.6.1 Surface recombination velocity
2.6.2 Trap cross sections and densities
2.6.3 Sub-band-gap photocurrent response

100
100
100
102
104
105
106

108
108

108
108

109
110
i
111
113
113
114
114
114
115
115

115
116

116
117
118



100 NATHAN S. LEWIS AND MARY L. ROSENBLUTH

3 Summary 118
4 References 119

1 PREPARATION OF SEMICONDUCTORS

1.1 Growth of Single Crystals

Although commercial suppliers can often provide high-quality single crystals of a variety
of semiconductors, some experiments require a sample to be grown to certain specific-
ations that are not available commercially. In such instances, crystal growth in the
laboratory must be employed. Crystal growth is still somewhat of an art form, and many
techniques require extremely skilled operators and expensive equipment if samples of high
perfection are to be obtained. The various methods of crystal growth are discussed below.
We first discuss growth procedures for bulk semiconductor samples, then for epitaxial
layers of material, and finally, summarize methods of fabrication of colloidal photocatalyst
systems.

1.1.1 Bulk Samples of Crystalline Semiconductors

Although many techniques are available for the growth of bulk crystalline material, the
most common techniques are based on the Czochralski method [ 1], the float zone method
[2], or the Bridgman method [3]. Each technique is discussed briefly below.

The Czochralski (CZ) growth method is the most common procedure for fabrication of
Si single crystals [4]. In this method, a crystalline seed is slowly pulled from a melt of
extremely pure polycrystalline material. The orientation of the freezing melt at the
interface is controlled by the orientation of the seed crystal. Incorporation of dopant
atoms is accomplished by addition of the impurity atom to the melt. The dopant density in
the final crystal, known as a boule, is a function of the impurity concentration in the melt
and the distribution coefficient for the impurity into the boule. Generally, the stoichiome-
try of the melt will change as the boule grows, so additional semiconductor or dopant
material must be continually fed into the melt. Group V elements tend to dissociate from
HI-V compounds during growth, and these semiconductor boules are encapsulated in
boron nitride or liquid B,O; during growth to minimize departures from stoichiometry.
Twelve-inch-long, 8-in-diameter crystals of very high purity and minority carrier lifetime
can be grown by the CZ method; however, impurities from the melting pot, which is often
made of graphite or quartz, are hard to eliminate completely. Crystals that have been
grown using the CZ technique include Si, InP, and GaAs.

The float zone (FZ) technique [2] allows fabrication of single-crystal samples with even
longer carrier lifetimes than CZ-grown samples. In this method, a polycrystalline bar is
locally heated to melting temperature. A single-crystal seed is situated at one end of the
- vertical bar, and as the molten zone traverses the semiconductor bar, the bar becomes
crystalline. Traditionally, heating is done by inductive radio-frequency (RF) irradiation,
but this is being supplanted by focused electron beams or optical sources such as xenon arc
lamps and lasers. No crucible is required to maintain the shape of the molten zone, because
of the surface tension of the semiconductor and leviation effects from the RF field. During
the recrystallization process, impurities whose segregation coefficients are less than 1 (i.e.,
less soluble in the solid than in the melt) are pushed to the ends of the bar. The ends of the
bar are then discarded, yielding a sample of very high purity. Also, since no crucible is
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required, oxygen contamination is reduced by a factor of 20 to 100 compared to CZ-grown
crystals. This is especially important for obtaining long-lifetime Si. Dopant impurities are
incorporated either by starting with doped polycrystalline material or by growing the
“crystal in the presence of a gaseous form of the dopant. The FZ technique has been used
mostly for growth of refractory oxides, such as ferrites, aluminates, titanates, and silicates,
since the technique is convenient for materials of high melting‘temperatures.

Some of the III-V and II-VI compounds are difficult to grow by the CZ or FZ
methods, because of the high dissociation pressures of the anions. In the Bridgman
technique [3], the polycrystalline material is enclosed in a rigid ampoule. This ampoule is
then lowered from a furnace that is held at the melting temperature of the material, passed
through a baffle, and lowered into a cooler furnace. Depending on the shape of the
container, the melt can initially be made to crystallize in a number of different orientations.
If the vapor pressure of the melt is too high, this technique may be unsafe, in which case the
horizontal Bridgman technique is more suitable. The melt and a seed rest in an open
crucible that is pushed from the higher-temperature furnace to the lower-temperature
furnace. To raise the partial pressure of the material which is most likely to dissociate, a
sample of the pure material is also placed in the furnace. The Bridgman technique has been
most popular for growth of II-VI materials such as CdSe, CdTe, ZnSe, and ZnS.

Generally, in the growth methods described above, a background concentration of
dopant material is incorporated into the crystals during growth. However, to make
structures for electronic devices, it is often necessary to dope the material after growth.
This doping process generally consists of two separate steps: deposition and drive-in. First,
either a compound containing the impurity, or the impurity itself, is deposited onto the
surface of the semiconductor. The source for this deposited material can be solid, liquid, or
gaseous. Gas is the source of choice for most wafer manufacturers, because the gaseous flux
can easily be regulated through control over the temperature of the furnace, the exposure
time, and the flux of the inert carrier gas. During the drive-in step, the furnace temperature
is increased, and the deposited impurities diffuse into the sample. The concentration
profile of the impurity as a function of time and temperature can be calculated readily from
Fick’s law for diffusion, provided that the diffusion coefficients are known for the materials
of interest. Generally, the higher the temperature, the quicker the drive-in process, and the
greater the equilibrium concentration of dopant atom. If the concentration of deposited
impurity atoms at the surface is effectively infinite, the resulting impurity profile after the
drive-in process is well represented by a complementary error function. A finite quantity of
deposited dopant atoms results in a Gaussian impurity profile after diffusion.

A more well-controlled method of dopant introduction can be obtained by ion
implantation from a plasma source [5]. In this technique, the semiconductor sample is
bombarded with high-velocity ions of the desired impurity. The resulting impurity profile
is Gaussian, and the penetration depth depends on the velocity of the ions. Advantages of
this method over diffusion are that it can be performed at lower temperatures, and the
concentration and depth are easily controlled. Unfortunately, the bombardment process
creates structural defects and these have to be removed by thermal or pulsed laser
annealing. Also, the implantation depths are shallow compared to other doping processes.

The most uniform doping process is neutron transmutation bombardment; for
example,

30Si,, + neutron — 3!Si,, + y-ray — 3'P, , + f-ray i)

The doping concentration is uniform throughout the sample, because the penetration
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depth of neutrons is on the order of a meter. Another advantage is that the process does not
require annealing. Unfortunately, it does require a neutron source, which is not standard
laboratory equipment.

One caveat about doping is that it may not always be possible to achieve the desired
resistivity in a particular semiconductor. This is because intrinsic defects, such as
vacancies, can be shallow donors or acceptors. In some samples, the equilibrium
concentration of these defects is in excess of any practical dopant concentration.
Amphoteric impurities tend to compensate for other added impurities and lead to a limit
on doping, because the crystal will lose its structure after a certain critical impurity level
has been reached. However, compensation can be useful for deliberately preparing semi-
insulating material, which is desirable in a variety of electroni€ device structures (such as
field-effect transistors) [6].

1.1.2 Crystaliine Epilayers

Often, only a thin layer of photoactive semiconductor is needed, and epitaxial growth of
the semiconductor layer on an inert substrate is sufficient. For certain materials, the purest
known samples have been obtained by epitaxial growth techniques. Additionally, certain
orientations of the exposed crystal surface have been prepared only by epitaxial growth
techniques. In general, an epitaxial layer can be grown on a substrate that is (1) the same
semiconductor but of different purity, (2) a different semiconductor, or (3) an insulator
or metal. Two common problems in all epitaxial growth procedures are lattice matching
between the epitaxial layer and the substrate, and the minimization of the activation
energy for carrier transport between the epilayer and the substrate, if current flow in this
direction is required. Some of the more common epilayer growth techniques are described
below.

The term vapor-phase epitaxy (VPE), also known as chemical vapor deposition (CVD),
encompasses a wide range of growth techniques [7]. The popularity of VPE is due to its
flexibility in terms of growth conditions and its suitability for wide-scale commercial
growth. Some variations that are currently being studied include low-pressure VPE and
low-gravity VPE. Common to all these methods is that the semiconductor source material
is transported to the substrate surface in a gaseous form. This occurs either by convection,
a temperature gradient, or a flux in an inert carrier gas. Since dislocation free growth is
usually the goal, the substrate is heated to increase atomic surface diffusion. Also, to
enhance nucleation, the substrate is oriented 2 to 3° away from a crystallographic
direction, because nucleation occurs preferentially at kinks and step sites. Doping is
usually achieved during growth. Multiple layers with reasonably abrupt interfaces can be
grown, but crystalline quality deteriorates with thickness.

There are four basic thermochemical growth reactions that can occur in VPE
disproportionation, chemical reduction, pyrolysis, and oxidation [7]. Disproportionation
consists of two steps. First, the initial reactant undergoes a chemical reaction at high
temperatures to produce a gaseous form of the reactant, for example,

AsCly(v) + 3G.;.(s) —3GaCl{v) + %As4(v) ‘ | 2

This reactant gas dissociates at lower temperatures, so the desired element is then available
for growth on the substrate. In the case above,

3GaCl(v) — 2Ga(s) + GaCls(v) ’ 3
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The total reaction is
3GaCl(v) + $As,(v) — 2GaAs(s) + GaCl,(v) @

The efficiency of disproportionation is generally low, because the yields of the two reaction
steps are poor. Also, the heating system of the furnace must be very complex.

Another form of disproportionation is called pyrolysis. The reactant material, either a
hydride or a metallo-organic compound, dissociates at high temperatures. An example of a
pyrolytic reaction is

SiH,(v) —> Si(s) + 2H,(v) : )

Pyrolysis is technologically the most important form of VPE, because the reactants are
free of undesirable halides and are generally less toxic than the species involved in
disproportionation reactions. Also, the temperature of growth can be relatively low. The
limitation of this technique has been the cost and availability of high-quality reactants.
Metallo-organic vapor-phase epitaxy (MOVPE or MOCVD), which generally utilizes
metal alkyls as reactants instead of metal hydrides, has become very popular recently
because of the flexibility of the growth process, the reasonable vapor pressures, and the fact
that the hydrides of many elements are not stable.

Chemical reduction is simply reduction (usually by H,) of a reactant gas at elevated
temperatures. The reactant gas is often the halide of the desired element. A common
example is the VPE growth of Si:

SiCl,(v) + 2H, — Si(s) + 4HCl 6)

This growth technique yields uniform epilayers at high growth rates, but the growth
temperatures are restricted. Of course, the reverse reaction of chemical reduction is
oxidation or hydrolysis. This is used to form many oxide films. Unfortunately, oxidation of
many reactants occurs too readily, so amorphous films are formed or oxidation occurs in
the feed system. Sublimation can also be considered a form-of VPE, but no chemical
reaction occurs in the process.

If the epitaxial process involves growth from solution as opposed to a vapor phase, it is
known as liquid-phase epitaxy (LPE) [8]. Basically, the substrate material is exposed to
the reactant solution until the desired epitaxial thickness has been achieved, and then the
remaining solution is removed by gravity or by mechanical means. LPE differs from CZ
growth because the source solution is not simply the melted semiconductor, but the
reactants dissolved in a suitable solvent. With binary compounds, the solvent is usually
one of the components, and it is saturated with the other component. This solution is
brought into contact with the substrate, and the temperature of the solution is lowered
until it is supersaturated. The desired compound then precipitates on the substrate,
leading to a concentration gradient of the dissolved species. In a simple model, the rate of
growth i$ controlled by the diffusion of the mass-transport-limited species. Multilayer
compounds can be grown by sequential exposure of the substrate to different solutions,
with mechanical scraping of the surface between growth steps. To ensure exposure of the
substrate to solutions that are saturated but not supersaturated, the substrate wafer is
usually preceded by a source wafer, which keeps subsequent solutions at equilibrium
conditions. Generally, LPE-grown layers tend to be less smooth than those grown by
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VPE. Also, mechanical scraping of the surface after growth tends to contaminate t;/w
layers. However, LPE has proved to be more suitable for large-scale growth of multilayer
structures such as Al,Ga, _ yAs/GaAs lasers. In these devices, LPE has demonstrated low
defect densities in the epitaxial layers and an extremely high rate of reproducibility in the
growth process.

In molecular-beam epitaxy (MBE) [9], the semiconductor source material or the
elemental components are evaporated or sputtered (see below) in ultrahigh vacuum and
are then directed by a series of orifices and shutters to the substrate. MBE can be
distinguished from evaporation or sputtering by the different growth kinetics for the three
processes. In MBE, the effusion of material from the source is slow compared to the-
possible growth rate of the crystal, and the effusion rate can be calculated -from
thermodynamics. Typically in MBE, the substrate is not purposefully misoriented, and the
sample is grown monolayer by monolayer. Thus MBE potentially allows fabrication of
atomically smooth layers of very high purity, depending only on the atomic sources and
types of vacuums attainable in the chamber. MBE is most appropriate for heterostructures
and quantum well devices, where interfaces should be as atomically abrupt and free of
defects as possible. Since the system is under ultrahigh vacuum, various analytical devices,
such as mass spectrometers, Auger spectrometers, ion bombardment sources, and electron
diffractometers, can be used to characterize the epilayer in situ during growth. A potential
commercial disadvantage of MBE is the relatively slow growth rate compared to that in
other epitaxial growth methods.

1.1.3 Polycrystalline Semiconductors

Although single crystals provide the most reproducible and controllable starting point for
photoelectrical investigations, much effort has been devoted to the study of polycrystalline
semiconductor samples. Generally, polycrystalline samples are much cheaper and easier
to grow than single-crystal samples. They could be more economical as photocatalytic
materials if their solar energy conversion efficiencies were to become comparable to those
obtained from good single-crystal systems. Some methods for growing polycrystalline
semiconductors are described below.

All the single-crystal epitaxial growth techniques mentioned in the section above are
capable of generating polycrystalline samples if the growth conditions are varied.
Generally, the further the growth interface is from a state of equilibrium, the greater the
possibility of polycrystalline growth, Therefore, the degree of polycrystallinity depends on
the lattice matching between the substrate and the epitaxial layer, the morphology of the
substrate, the temperature of the substrate, the energy of the reactants, and the rate of
arrival of the reactants to the surface. Ideally, for more perfect crystals, the rate of
nucleation should be much less than the rate of crystal growth.

Electrochemical growth of semiconductors has become popular because of the
potential opportunities for large-scale growth [10]. The procedure can be scaled up quite
easily, and it is a particularly attractive possibility for research use in a chemistry
laboratory. For example, semiconducting oxides can often be grown by oxidation of the
relevant metal electrode (i.e., Ti+ O, =TiO,). It is also possible to precipitate some
semiconductors by sustamed cathodic current in the approprlate electrolyte plating
solutions.

Photocatalytic materials that have been grown by the cathodic current method include
CdTe, Si, CdS, GaAs, and InP. Growth parameters include stirring rate, solution
concentrations, and electrode overpotential. Growth of a binary compound, AB, for
instance, requires deposition of A and B at equal rates, so the concentrations in solution,
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[A] and [B], must be adjusted according to

E°(A"/A)+ (RT/n,F)In[A] + 5, = E°(B*/B)+(RT/n,F)In[B] + 1 W)

where E° is the standard electrochemical potential, n the overpotential, RT/F = 0.0259 V,
and n, the number of equivalent electrons involved in the deposition reaction. Doping is
difficult by this method. As yet, the samples generally have not been of high purity and
quality compared to those obtainable by alternative growth methods. However, annealing
has been shown to improve the crystallinity in some cases, and further chemical treatment
has been utilized in many cases to mitigate the deleterious photocatalytic effects of small
grain size or high impurity content in some polycrystalline samples.

Two other methods for growing thin layers of polycrystalline material are evaporation
and sputtering. During evaporation, the material of interest is resistively heated in a
tungsten or graphite boat, and the solid deposits onto the cold substrate. Sputtering is a
very similar process, but the negatively biased material is ejected from the sputtering
source by bombardment with positively charged ions. Both methods require an evacuated
chamber, and the degree of crystallinity of the semiconductor depends on the heating of
the substrate, the vacuum pressure of the chamber, and the speed of preparation. At high
growth rates and low substrate temperatures, the film will be amorphous. Outgassing from
the reactor walls often leads to impurity incorporation, which, if not controlled, produces
lower carrier lifetimes than other growth methods. It is very difficult to grow binary or
ternary compounds using these methods, except under well-controlled growing con-
ditions; thus the popularity of these methods results from their experimental simplicity.

Pressed polycrystalline semiconductor disks can be made by sintering the powder at
high temperatures and pressures [ 11]. Often, the sample must be thermally annealed after
pressing, in a reducing atmosphere, such as 90% N, + 109 H,. This helps to tie up
dangling bonds that may reduce carrier lifetimes. Sintering has the advantage that the
geometry and doping density of the sample are easily controlled.

In general, each of the methods above has advantages for a particular semiconductor,
depending on whether cost, experimental simplicity, sample purity, abruptness of
interfaces, or other sample properties are of primary concern. Numerous books deal with
instrumentation and experimental methodology of the growth steps for specific semi-
conductor materials [1-12], and the reader is referred to these sources for further
information regarding a photocatalyst system of particular interest.

1.1.4 Growth of Colloidal Semiconductors

Colloids are prepared by as many different methods as there are colloids. Many of the
colloidal oxides are made by hydrolysis of the metal halide. For example, TiO, can be
made by acidic hydrolysis of TiCl,, and iron oxide results from boiling FeCl; in water. If
the reactant material is a halide, it is recommended that the solutions be dialyzed in H,O
for a few days to diminish complicating factors due to surface modification or residual
halides in solution. More attractive methods eliminate the presence of halides altogether,
such as using titanium tetraisopropoxide or Fe(NO,),. Stabilization requires adjustment
of pH (low pH for TiO, and pH 7 to 8 for Fe,O;) or possibly a stabilizing agent such as
polyvinyl alcohol (which is also a hole scavenger).

Metal sulfides, which are common colloidal photocatalysts, are usually made in one of
two different ways. They can be prepared either by filtering and washing a preparation of
Na,S that has been added to a solution of the metal salt, or by bubbling H,S through an
aqueous metal ion solution. In either of these methods, sodium hexametaphosphate can be
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employed as the stabilizing agent. Doping is achieved by addition of the desired ions to the
metal ion solution. With preparation of metai sulfide colloids by precipitation, one must
make sure that no unreacted ions remain in solution.

Platinum, which is a good electron transfer catalyst, can be deposited onto colloids by
photoplatinization of H,PtCl,. RuO, is an efficient hole and electron transfer catalyst,
and it is deposited by photodeposition from RuQ, or by hydrolysis of RuCl; followed by
calcination at > 300 °C. Other methods [13] for colloid and metal catalyst preparation are
detailed in subsequent chapters of this book, and the reader is referred to these chapters for
specific information on other photocatalyst colloids.

1.2 Etching, Polishing, and Forming Ohmic Contacts to Semiconductors

Because surface quality is crucial for attainment of controlled interface properties, etching
and polishing of the semiconductor surface is often a key step in semiconductor
preparation. The preliminary mechanical polish involves rubbing the semiconductor in a
series of particle slurries of successively smaller abrasive particles. Alumina particles that
range down to 0.05 um in diameter are commonly available and inexpensive to use. More
expensive diamond particle slurries are often used for finer polishing. Mechanical
polishing generally removes macroscopic defects and yields an optically reflective surface.

Unfortunately, a mechanical polish generally does not remove electrical traps on a
microscopic level, and it should be followed by a chemomechanical etch. A variety of
etchants can be used for common semiconductors, and the appropriate one will depend on
the desired final surface properties. Some popular etchants for common semiconductors
are listed in Table 4.1. Further detail can be found in current sources on semiconductor
photoelectrochemistry [14] as well as in numerous books and reviews of semiconductor
processing procedures [15, 16].

Some specialized semiconductor etching procedures are especially relevant to photo-
catalyst preparation. Certain etches have been used to identify exposed crystal planes and
to reveal specific crystal faces. Examples of this technique include the use of 1:100
H,SO,/H,0O with 0.08%, (by weight) Cr,O; to differentiate between the (0001)A and
(0001)B faces of CdS, and the use of KOH-isopropanol-H,O solutions to expose (111)
planes of Si on the (100) crystal face [17]. Similar procedures can be used to create matte-
textured surface in order to lower optical reflectivity losses at semiconductor—liquid
interfaces. n-GaAs etched in stationary 1:1 H,0,/H,SO, [18], and p-InP etched in 1:2:2
HCI/HNO,/H,0 [19] are examples of this application. Etching can also be used to
measure defect densities. Many etchants preferentially attack the semiconductor at defect
sites, and quantification of the number of etch pits by optical or electron microscopy yields
the defect density of the sample of interest. A related procedure is photoelectrochemical

TABLE 4.1 Etchants for Semiconductors

Semiconductor _ Etching Procedure

Ge, Si, a-Si:H 10% aqueous HF for 10-30s; H,O rinse

GaAs, InP . - 4:1:1 H,80,/H,0,/H,0 for 10s or 0.05-1.0% Br, in CH;0H

CdTe, CdSe . 1.0% Br, in CH;OH followed by 0.6 M Na,S,0, in 25 M
KOH at 100°C ’

CdS Conc. HCl for 10s; H,O rinse

GaP Hot 1:1 HCI/HNO; for 5-10s

MoS, Peel van der Waals plane with tape

TiO,, SrTiO, Hot conc. H,SO, (250°C)
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etching, in which the electrical trap sites capture the photogenerated carriers, and these
sites are then etched preferentially. Photoelectrochemical etching has been used in a
number of instances to improve the junction properties of single-crystal and polycry-
stalline semiconductors in contact with liquids [20].

When working with semiconductor electrodes, it is important to obtain good electrical
contact to the sample under study. Often, this cannot be achieved simply by soldering a
metal lead to the back of the sample, because the contact will be electrically rectifying. The
proper contact must have a low resistance under both forward and reverse biases and
should be stable with temperature cycling and with time. Theoretically, metals with high
~work functions should form good ohmic contacts to p-type samples, and metals with low
work functions should be useful for n-type contacts. For instance, In forms a good ohmic
contact to »-Si, and Au is a good contact material for p-Si [6]. Unfortunately, the
rule can be applied rigorously only to ohmic contacts of semiconducting oxide materials.
This is because the uncertainties relevant to Schottky barrier height prediction on covalent
semiconductors also make it difficult to predict ohmic junction formation. The most
practical approach is to adopt procedures for ohmic contact formation found in the
literature. Ohmic behavior should always be verified by I-V measurements on the
sample—contact assembly under investigation. Some ohmic contacts for common
semiconductor materials are summarized in Table 4.2.

For some semiconductors, the only practical route for making ohmic contacts is to
form a junction through which carriers can readily tunnel. If the back surface of the
semiconductor is doped to degeneracy, majority carriers will easily tunnel through the thin
barrier, and a wide variety of metals will make an ohmic contact. Doping of the back
surface is also useful for enhancing the minority carrier diffusion length [21]. This back
surface field reflects minority carriers from the high recombination region of the back
contact back to the front surface. Back surface fields have been used to make minority
carrier diffusion lengths in bulk Si and epitaxial GaAs samples comparable to the
thickness of the photoactive semiconductor layer.

Low-resistance contacts are also desirable for metal catalyst—colloidal semiconductor
junctions. Very few systematic studies of the barrier properties of these junctions have been
performed to date; however, one investigation suggested that Pt forms an ohmic contact to
CdS colloids, even though it forms Schottky barriers with single-crystal CdS [22]. This
might be possible because of the much higher density of interface states in the colloidal

TABLE 4.2 Ohmic Contacts for Semiconductors

Semiconductor Ohmic Contact

n-Si ~ Rub on Ga/In alloy

p-Si Evaporate Al, then anneal at 450°C under H,

n-GaAs, n-InP Evaporate Au/Ge (88:12) alloy, then anneal at 400°C under

' forming gas

p-GaAs, p-InP Evaporate Au/Zn (99:1) then anneal at 350°C under forming
gas

n-MoS, Ag epoxy

n-CdS, n-CdSe, n-CdTe, n-Fe,0,,
n-TiO,, n-SrTiO;
n-GaP

p-CdTe

Rub on Ga/In alloy

Evaporate Au/Ge (88:12) alloy, then anneal at 400°C under
forming gas

Diffuse Li, then evaporate Au and anneal

Source: Ref. 14.
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systems. Such damaged junctions could act as excellent majority carrier shunts to yield
ohmic electrical behavior. An alternative explanation is that during photoelectrolysis, H,
gas exposure lowers the work function of Pt to a point where the barrier height is so low
that an ohmic contact with the CdS particle is formed [23]. In general, the physics and
chemistry of metal—colloidal semiconductor interfaces require further investigation.

2 CHARACTERIZATION OF SEMICONDUCTOR MATERIALS

In this section we describe common experimental methods that have been used to
characterize semiconductor materials. We discuss techniques for identifying the orient-
ation of the sample, for determining buik electrical properties, and for characterizing the
chemical composition and physical structure of the surface. We then discuss measurement
procedures of relevance to the photo-generated current properties of the system, including
the minority carrier lifetime, the surface recombination velocity, and the flat-band
potential. Characterization of semiconductor colloidal particles is not discussed, because
the relevant techniques are discussed in subsequent chapters.

2.1 Orientation of Exposed Crystal Planes

The most common methods for the identification of the orientation employ the ability of
crystals to diffract x-rays. The periodic spacing of the atomic lattice acts like a diffraction
grating. If the unit cell structure is known, the spacing, symmetry, and intensity of the
diffraction pattern can be used to determine the crystal orientation [24]. This procedure is
always reliable and can be used whenever information on the exposed surface is needed.

Another method for the determination of crystal orientation is to take advantage of
the selectivity of certain etches toward specific crystal faces. For example, a (111) GaAs face
will respond differently from a (111) face in the presence of an etch that removes As.
Preferential etches have been discovered only for some semiconductors and for certain
crystal faces, so the technique is of use only in specific systems. However, the technique has
the advantage that visual inspection of the surface suffices to make an identification of the
exposed crystal. For certain semiconductors, an alternative to chemical etching is the use
of electron spin resonance techniques [25]. Different faces of a crystal will have different
densities of dangling bonds at the interface. Depending on the reconstruction of the
surface, ESR can measure differences between faces due to these dangling bonds. For
instance, Si(111) faces have been shown to exhibit a different spin anisotropy than Si(100)-
oriented faces [25].

Often, the current—voltage characteristics of two different faces of an identical
semiconductor can be vastly different [14]. This is because of the variation in work
function, surface-state density, and atomic reconstruction for the different crystal faces.
For example, the (111) face of GaAs, which is a close-packed plane of Ga atoms, behaves
very differently from the (111) face, which is a close-packed plane of As atoms [26]. Also
the bulk properties of the semiconductor, such as carrier mobility, may be anisotropic.
Thus it is often crucial to specify the orientation of semiconductor samples using one of the
techniques described above. ‘

2.2 Bulk Electrical and Optical Properties
2.2.1 Optical Properties .

The most important optical characteristic of a semiconductor is its band gap. The optical
absorption spectrum yields precise information on this important parameter. For a direct
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gap, a plot of «” versus hv, where a is the absorption coefficient, will give the band gap as the
x-intercept [27]. If the gap is indirect, a plot of a!/2 versus photon energy will have two
linear regions, one corresponding to absorption with phonon emission and one
corresponding to absorption with phonon capture. The average of the two intercepts is the
energy of the indirect band gap. One-half of the difference between the two 1ntercepts is the
phonon energy required for band-gap excitation.

Optical absorption properties are also of importance in determmmg the photon
penetration depth versus wavelength. For the longer wavelengths, transmission through a
certain thickness, d, of sample will yield the absorptivity according to the equation

1_‘lrans 1_‘0 eXp ( - (Zd) (8)

where I'y, is the incident intensity and I, .. is the transmitted light intensity. At the shorter
wavelengths, the transmission can be measured through thin semiconductor layers grown
on a transparent substrate. An alternative method for determining the absorption
coefficient versus wavelength is to determine the real and imaginary parts of the refractive
index from reflectance, transmittance, or ellipsometric data, and then to use the Kramers—
Kronig relationship to determine the absorption coefficient of the solid over the
wavelength region of interest [28].

2.2.2 Electrical Properties
Some of the important electrical properties of semiconductors include the free carrier
concentration, the sample conductivity, the carrier mobility, and the intrinsic carrier
concentration. Methods for measurement of these parameters are discussed in this section.
' To measure the conductivity of the sample, a four-point probe determination of the
sample resistance is typically performed. A four-point probe measures the voltage drop
between two inner probes when a known current is passed between two outer probes. This
will give the resistance/unit area of the sample, which can be converted to resistivity if the
thickness of the sample is known. The four-point probe measurements provide very
convenient and reliable methods for determining sample conductance. A related quantity
is the sheet resistance, p/d, of a square of material. The sheet resistance is important for
work with thin films, since transport parallel to the exposed face will occur with relatively
large resistive losses.

If the conductance is known, the free carrier concentration can be obtained using
the relationship o = neu. The value of the mobility must be determined from other
experimental data, because the mobility is somewhat dependent on the dopant density of
the semiconductor. However, a good first approximation to the free carrier concentration
often can be obtained by using a representative value of the mobility for the particular type
of semiconductor of interest. For Si and GaAs, accurate values of the mobility versus
resistivity have been compiled in the literature [29], and these data are quite useful in
routine laboratory measurements. It is also important to note that the dopant density, or
impurity density, is in general different from the free carrier density, because not all of the
dopants are ionized in many semiconductors at room temperature.

Both the net majority carrier concentration and the majority carrier mobility may be
measured with a Hall probe. The Hall technique is based on the fact that in the presence of
a magnetic field, the motion of electrons sets up an electric field which is in the opposite
direction to one that would be induced by holes. Van der Pauw has generalized the
experimental procedure so that the characteristics of a sample of any shape or size can
be measured [30]. Discrepancies between the measured mobility and net carrier
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concentration give an indication of the gross concentration of nonionized impurities in the
sample. '

Another Well-known method for measuring carrier mobilities is the Haynes—Shockley
technique [31]. A pulse of excess carriers is generated optically near one end of a
semiconductor bar of length d. An electric field is applied, so the excess carriers drift to the
other end of the bar, creating a drift current. Current ceases whén the excess carriers reach
the other electrode. The time delay of this drift current is given by d/ué. By changing the
polarity of the bias, the mobilities of both the minority and majority carriers can be
measured. A classic investigation using this technique was performed by Haynes and
Shockley, who measured both the minority carrier lifetimes and the minority carrier
mobilities of various samples of Ge [31]. .

The intrinsic carrier concentration in a semiconductor can be determined from the
density of states in the conduction and valence bands, and the energy gap, according to

n? = N.N,exp(—E/kT) (&)

A rough approximation that can be used for many materials is to assume that N, =N,
=10"?cm™? and to use the relationship (9). Theoretical calculations of N, and N, from
tight binding theory have proved very successful in some cases. N, and N, are also
theoretically measurable by photoemission. A more direct experimental method to
determine n; is to heat the semiconductor to temperatures far above temperatures where
all impurities are expected to be ionized. Then the concentration of thermally generated
carriers will exceed the concentration of extrinsic carriers. Thus, at high temperatures,
n=p=n,; and n; can be measured directly by Hall or conductivity measurements. As a
check on the value, measurements at several different temperatures are recorded, and the
dependence of n; on temperature should be exponential and in accord with the known
value of E,. Experimental measurements and calculations of n; show a definite correlation
to band-gap energy.

2.3 Surface Characteristics
The full arsenal of standard surface analysis techniques [32] has been applied to many
semiconductor surfaces, and space does not permit a detailed discussion of all known
information about the properties of semiconductor surfaces. Accordingly, we outline
briefly some of the more common techniques and will highlight their major applications.
At a molecular level, the surface can be characterized by x-ray photoemission
spectroscopy (XPS), Auger spectroscopy, low-energy electron diffraction (LEED), scann-
ing tunneling microscopy (STM), scanning electron microscopy (SEM), and transmission
electron microscopy (TEM). LEED is appropriate when it is known that the surface is very
well ordered. LEED yields information concerning long-range periodic structure in the
near-surface region [33]. The low-energy electrons are diffracted off the first few
monolayers, and the diffraction pattern gives information about symmetry of the surface.
STM, although relatively new [34], is being used frequently to characterize semiconductor
surfaces, and is complementary to LEED in that it reveals short-range order on the atomic
scale. STM also has the advantage that it can yield information on disordered surfaces or
surfaces with mixed phases, whereas LEED only yields information on that portion of the
surface that has a long-range periodic structure. In very recent work, STM has been used
to identify the location of surface states on Si and GaAs [35] and to determine their
binding energies. This could become a very powerful tool if utilized more widely on
samples of interest to photocatalysis.
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Performing at somewhat lower resolution than STM’s sub-angstrom resolution is
TEM. Although sample preparation is tedius, high-resolution TEM can yield information
concerning the surface morphology, crystallinity, and orientation. For example, data on
Si/SiO, interfaces can display the registry between the Siand oxide lattices and also allows
measurements of interdiffusion during junction formation [36].

Elemental identification and chemical information on surface composition can be
obtained by a number of surface-sensitive techniques. XPS is extremely useful in providing

’ a semiquantitative elemental analysis of surfaces and in obtaining oxidation-state
information for the surface atoms. Auger spectroscopy is more readily quantified than
XPS and is used ordinarily for surface composition information, because oxidation-state
‘information is not as readily extracted. Scanning Auger can be used to probe
compositional variations on the surface with-a resolution of better than 1 um, and this is
also a feature that is unavailable at present with XPS instrumentation. On a larger scale
(1 um depth and 10~ & cm? surface area), the near-surface composition can be determined
by use of an electron microprobe. Finally, average oxidation state information can be
obtained by x-ray absorption measurements, while EXAFS (x-ray absorption fine
structure) spectra can yield information concerning inner-shell coordination of the atom of
interest [37]). The x-ray techniques are especially useful for in situ measurements on
semiconductor-liquid interfaces [38], whereas all the electron and ion spectroscopies
discussed above do not have this capability.

To complete our discussion of surface characterization, we must include methods that
yield information about the electronic properties of the surface and bulk semiconductor.
Perhaps the most important method is ultraviolet photoelectron spectroscopy (UPS) [39],
which yields direct information on the band structure of the solid. Additionally, UPS
spectra provide information on the surface Fermi-level position. This information,
coupled with careful determination of the band bending of the sample, allows assignment
of the electron affinity of the solid as well as investigation of Fermi-level pinning properties
of semiconductor—metal and semiconductor—gas interfaces. The photoemission techni-
ques have greatly expanded in utility with the recent advent of synchrotron radiation
sources, which provide intense tunable beams over the wavelength range of interest for
semiconductors. Application of this technique to specific semiconductors is reviewed
extensively in the current literature [40].

2.4 Flat-Band Measurements of Semiconductors

In Chapter 3, discussions of the energetics and kinetics of semiconductor—liquid junctions
underscored the importance of determining the flat-band potential of the semiconductor.
Many techniques have been developed to measure this quantity [14], and some of the
more common methods are presented below.

2.4.1 Mott—-Schottky Measurements

In Chapter 3 we derived an expression for the depletion width, W, of a semiconductor.
Assuming that all the dopants are ionized in this region, and using the known value of the
dielectric constant for the material, &,(= ke,), we obtain the following expression for the space
charge capacitance versus applied voltage of Schottky barrier or a semiconductor—liquid

junction:
kT (V2
0 =[(2quu)< Vi + V—v;)] (10)

Taking the derivative of Q with respect to V, we obtain an expression for the differential
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1/2
Cd=dQ/dV=|:(quD)/<Vbi+ V—kT)] (n
q

Therefore, a plot of 1/C; versus V should yield a straight line of slope 2/¢e,N,, and x-
intercept of ¥, (or V).

Intuitively, eq. (11) makes good physical sense. The more charge that flows when a
small, fixed voltage is applied, the bigger the differential capacitance, dQ/dV, will be. Near
flat-band, a small change in voltage requires a relatively large amount of charge to be
transferred, whereas at large reverse bias, the same amount of voltage does very little to
increase the space charge width. Thus, for constant dV steps, dQ should decrease as V.is
increased, in accord with eq. 11.

The most common procedure for obtaining differential capacitance versus voltage data
is to apply a small ac (sinusoidal) voltage in addition to the desired dc potential. The
resultant current will have an in-phase and quadrature (90° lag) component, and an
analysis of these components yields the cell impedance.

The choice of the equivalent circuit of resistors and capacitors used to represent a
semiconductor-liquid junction is crucial to the analysis of the current—phase data. The
conventional description of the liquid junction equivalent circuit is represented as follows

[41]:

capacitance, C;

Cec Cy
- 1 o —
ss
—\W- MW | +—W—
Rs A AM Rsoln
Rsc

Ry

The subscript s refers to the semiconductor bulk, sc to the space charge, ss to surface states,
H to the Helmholtz layer, and soln to solution. This circuit is reasonable because there will
clearly be a capacitance and resistance for the Helmholtz layer, and the R and C for the
semiconductor space charge layer will be in series with the Helmholtz elements. The
surface states also have their own capacity and charge transfer resistance, and careful
consideration of the situation reveals that these elements should be placed in series with
the Helmholtz elements, but in parallel with the space charge elements. Finally, we include
the series resistance of the electrode and contact, and the solution series resistance, as
distinct resistive components in our circuit.
One possible simplification of this circuit is the following:

 Csc
11
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This simplification often can be readily justified. The solution and electrode resistances are
combined into one series resistor. If the Helmholtz layer resistance is small, the RC portion
of the Helmholtz layer circuit impedance is dominated by Cy. Further more, Cy is
usually much larger than the semiconductor space charge capacity, and for capacitors
in series, only the smallest capacity matters, so we can neglect Cy. Also, if we assume
that the ac impedance measurement is performed at a high-enough frequency that surface
states cannot fill and empty on our time scale, these elements do not contribute to charge
storage. .

At sufficiently high frequencies, the impedance of this simplified circuit can be written
as G = 1/R,and B=1/wC, R, where G is called the conductance and B is the susceptance
(both in units of siemens). 1/C? versus V should be determined at several different
frequencies, to verify that the slope and intercept do not change. If they do change, a
more detailed analysis using the correct equivalent circuit described above can yield
information concerning surface-state densities and energetic locations [42].

2.4.2 Flat-Band Determination with Photocurrent—Voltage Curves

Another method sometimes used in the literature to determine V , is to analyze I? versus V/
plots taken under illumination. Let us consider monochromatic irradiation of penetration
depth o~ ! on a semiconductor-liquid junction. Assume that the dark current is negligible
over the voltage range of interest and that the measured current is the photogenerated
current I (V). From the Gartner model presented in Chapter 3, we then predict that

r

o e—aW e—aW
J,="20-R1- Jyocl— 12
eh A( )< 1+ozL,,>: pr 1+aL, (12)

where J, is the photocurrent density.
The voltage dependence is, of course, implicit in the dependence of W on V.
Rearranging and assuming that L, =0, we find that

Jonoc 1 —exp(—aW) = aW/2=Jy,oc (0/2)(Vyi + V)2
= J2 o [0/21 (Vi + V) (13)

It is clear that this method only works well for semiconductors with extremely small
diffusion lengths.

2.4.3 Flat-Band Determination by High lllumination Intensity

Another method often used to-determine the flat-band potential is to illuminate the
semiconductor with extremely high intensity light and to assume that the bands are
flattened. Under these conditions, the measured voltage between the semiconductor and a
metal electrode is taken to be a good approximation to the difference between the solution
redox potential and the flat-band potential [43].

This procedure has several difficulties. First, referring to eq. 38 in Chapter 3, we see that
the dependence of V,, on I, should be logarithmic, and therefore @ plot on linear axes of
V.. versus I, will exhibit a false saturation value. Second, V. decreases as the cell temper-
ature increases, because all I, terms have temperature dependencies of exp(—const/kT).
Thus the local heating induced by high illumination levels tends to make the
measured V,_ level off with increased light intensity. The flat-band values obtained using
this method will certainly be lower limits on the true flat-band positions, and the measured
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values should be confirmed using another technique before a final quantitative value is
presented.

2.4.4 Flat-Band Determination by Electroreflectance
Flat-band positions have also been determined by use of the electroreflectance properties
of semiconductor surfaces [44]. In its simplest form, the reflectance of a material should
increase as the internal electric field increases. Therefore, if the reflectivity is monitored in
response to the application of a small ac voltage, a null point indicates the flat-
" band potential. This occurs because in depletion, the reflectivity should increase in
phase with the voltage, because additional reverse bias increases the electric field. In
contrast, in accumulation, the reverse bias decreases the electric field and therefore should
decrease the reflectivity. At flat-band, on average, the ac reflectivity is therefore a
null signal.

However, the analysis of real interfaces is complicated by the presence of excitons and
Franz—Keldysh oscillations [44]. These produce other null points as a function of
wavelength and dc potential, and make it very difficult to extract the flat-band potential
from these data. Electroreflectance spectra have found great use in determining the optical
properties of semiconductors, and detailed information on this aspect of semiconductor—
liquid junctions is available in the condensed matter physics literature [45]. They
have only been applied recently to stable semiconductor-liquid junctions, but show
promise in assignment of flat-band positions for sufficiently well-defined electro-optical
systems.

2.4.5 Flat-Band Determinations on Colloidal Semiconductors

Obviously, it is difficult to bias an individual colloid particle relative to the solution, so
optical methods are often employed to understand the thermodynamics of these particles.
One method that has been used to measure the flat-band potentials of colloidal particles is -
to equilibrate their photogenerated charge carriers with solution redox species of known
potential. For example, the flat-band potential of TiO, colloids in aqueous solutions has
been determined by their ability to reduce methyl viologen, MV2* [13]. The MV2+/+
redox potential is pH independent, but the flat band of TiO, is known to shift 60 mV
with a one unit change in pH [14]. Unter high-level illumination, the energy of the
photogenerated electrons is assumed to be equal to the conduction band energy, and
the MV2*/* redox potential should equilibrate with this energy level. Therefore, a
measurement of the steady-state concentration of MV ™ at various pH values should yield
the flat-band potential of the particles. The resulting concentration of MV™* has been
measured in a number of ways: (1) by determination of the redox potential of the solution,
(2) by the optical absorption of the solution (since MV* is highly colored), and (3) by
the oxidation current of MV ™* at an inert electrode in solution. Of course, the flat-band
potentials of these colloids might well vary with illumination, because their surface-state
densities are expected to be quite large. Other than this electrochemical approach to
measurement of E ,, few methods are available for determination of thxs parameter for
colloidal systems

2.5 Methods for Measurement of the Minority Carrier Diffusion Length

The minority carrier diffusion length is an extremely important parameter of a
semiconductor sample. Its value affects the bulk diffusion-recombination limited V. and
also affects the spectral response properties of the solid. Several methods are available for
determination of this quantity. In the treatment below, we assume that the semiconductor
is n-type, so we are therefore interested in measuring L,
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2.5.1 Surface Photovoltage

The surface photovoltage method is a contactless technique and is the ASTM (American
Society for Testing and Materials) method of choice for measurement of diffusion length
[46]. The method works well only for Si and indirect gap materials. The basis for the
method can be found by reference to a simplification of the Gartner equation, eq. 75 of
Chapter 3: ' ‘

Ly =To(l — R[1/1 +1/aL)] ' (18)

Since measurement of the photocurrent requires good electrical contact to the semi-
conductor, the wavelength response of the photovoltage is determined instead. The
voltage response can be followed by capacitively coupling the semiconductor through an
insulating dielectric, such as mica, to an. optically transparent conducting electrode.
Assuming that the light intensity is sufficiently low that we can expand the exponential, we
obtain the following expression for the wavelength dependence of the photovoltage:

Vyooc1/(1+ 1/aL,) (15)

Provided that L,> W and 1/a(4) » W, a plot of (photovoltage) ™! versus 1/a() yields a
value for L,.

2.5.2 Diffusion Length from Speciral Response Data

As discussed in the preceding section, it can be seen that the short-circuit photocurrent can

also be used to obtain a measure of the minority carrier diffusion length. Note that this

technique is very similar to the surface photooltage method and has the same constraints
" on its applicability.

For a typical spectral response, the red (long-wavelength) region of the spectrum will
show poor quantum yields if bulk recombination (small L,)is the problem, while the short-
wavelength region will show poor responses if the surface leads to large recombination
losses. Thus the spectral response data can yield information regarding the effects of

- surface traps in contact with the electrolyte of interest. An additional advantage of the
short-circuit photocurrent measurement is that if there are traps in the bulk that can be
saturated, the diffusion length that is measured at low-level illumination may not be the
value that applies under higher.injection levels. With the short-circuit photocurrent
method, we can take this effect into account by measuring the ac photocurrent response
(with a lock-in amplifier) from a chopped light source, even in the presence of a steady-
state, high-intensity, dc bias light. This is very useful with polycrystalline samples and
amorphous materials, which often show different diffusion length values at various
injection levels [47]. Analysis of the data is the same at all light levels, because the ac probe
light provides a unique frequency for analysis of the photocurrent versus wavelength
dependence.

2.5.3 Other Methods for Diffusion Length Measurement

Many other methods for the measurement of the minority carrier diffusion length involve
the determination of the minority carrier lifetime, and the subsequent use of the
relationship L= (D1)'/? to determine the diffusion length. Some of the methods are
outlined briefly below. For further information, the text by Many et al. [16] has excellent
descriptions of the more esoteric techniques (channel conductance of a field-effect
transistor, etc.) and it is also a good source of references for the methods discussed in this
chapter.
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Basically, any method that can be used to measure the free carrier lifetime after an
optical excitation pulse will be useful in determining the minority carrier lifetime. For
instance, one can monitor the bulk band-to-band radiative luminescence lifetime under
conditions where the surface nonradiative recombination processes are negligible [48].
Another technique takes advantage of the fact that free carriers absorb microwave
radiation; thus pulsed excitation of a semiconductor sample inside a microwave cavity will
produce a transient increase in microwave absorption, and the absorption decay yields the
carrier lifetime [49]. In the transient grating technique, a probe beam is scattered off a
grating formed from the free carriers generated by two diffracting beams, and the grating
decay time at different grating fringe spacings allows a calculation of the minotiry carrier
lifetime [50]. Photoconductivity decay, as measured by the change in resistance between
two ohmic contacts mounted at the edges of the crystal, is another method of determining
7,, and therefore L, [51].

The last method to be discussed uses electron beam excitation to induce current flow
(EBIC). In this technique the carriers are generated by an electron beam, instead of by
absorption of a photon, but their drift and diffusion processes are otherwise identical. The
advantage of the method is that the electron beam can be focused and used to generate
carriers locally over a much shorter absorption depth than is usually attainable with light.
Also, the ability to scan the electron beam away from the junction provides a direct probe
of the diffusion length of the sample. EBIC is also extremely useful for polycrystalline
samples, where the current is expected to vary laterally along the junction plane [52].
EBIC measurements require current to be collected and therefore must be performed
either on p — n junctions or, more often, on Schottky barriers.

26 Measurement of Surface Effects on Junction Properties

Often, surface states at a semiconductor-liquid junction can control the kinetics of
recombination, trapping, electron transfer, stability, and catalysis. Clearly, measurements
of surface-state concentrations, energy levels, and capture coefficients are necessary for an
evaluation of the semiconductor as a photocatalyst. In this section we discuss some of the
more common approaches to characterization of semiconductor surface properties.

2.6.1 Surface Recombination Velocity .
As mentioned in Chapter 3, the surface recombination velocity, S, is the rate constant for
surface recombination as a function of the injected minority carrier density. The
determination of S from semiconductor characteristics requires deconvolution of the bulk
characteristics from the surface characteristics. This can be accomplished experimentally
either with a change in sample thickness, a change in the probing depth of the
measurement perpendicular to the surface, or prior knowledge of bulk characteristics.
In a technique developed by Harten in 1960 [53], the photovoltage that is developed at
a Schottky barrier on the back surface of a sample is measured as a function of the
wavelength of monochromatic light incident on the front side of the sample. The ability of
the photogenerated carriers to diffuse to the back surface will depend on the bulk diffusion
length and the recombination rate at the front surface that is in contact with solution. If the
front-surface recombination velocity is high, those carriers generated near the front
surface will not be able to diffuse to the back Schottky barrier. Therefore, the photocurrent
collected at the back will be low. Alternatively, if the penetration depth is large, most of the
photogenerated carriers will be collected and the photocurrent will be large. This
technique has the advantage that it allows measurement of the surface recombination
velocity in situ. Also, S can be measured as a function of surface potential, by applying a
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potential between an ideally polarizable electrode in solution and the back-surface ohmic
contact. v

Often, S is measured by transient techniques [16]. Many of the transient techniques
mentioned in the preceding section for measuring minority carrier diffusion lengths can be
adapted to determine surface recombination velocities, or equivalently, surface carrier
lifetimes. For example, photogenerated carrier decay as measured by microwave
absorption is useful for measuring S in both bulk samples and colloids [49]. Either the
surface lifetime is so much shorter than the bulk lifetime that the decay is considered
entirely due to surface recombination (usually the case for colloids), or else bulk effects are
measured independently or solved for by the dependence of the apparent lifetime on the
sample thickness. The same analysis can be performed using the decay of photo-
luminescence (PL) in a sample [48]. If the surface recombination velocity is high and the
sample is thin enough for the carrier to reach the surface, photogenerated carriers will
recombine quickly, and the time constant for PL decay in a sample will be short. The
dependence of the PL lifetime on photon penetration depth and on sample thickness
yields sufficient information to determine both the bulk lifetime and surface recombin-
ation velocity.

For measurements of S at semiconductor-liquid junctions, one must be careful to
separate the effects of surface recombination from the effects of electron transfer into a
redox species in solution. For example, if the PL decay of an n-type semiconductor is
measured in the presence of a reduced species in solution, it will be unclear whether decay
is due to recombination in surface states or hole transfer into solution. However, if S
measurements are performed in solution without any redox species, one has to worry
about photodecomposition of the interface under illumination. Thus S measurements are
difficult at liquid interfaces, and the data must be interpreted with due caution.

2.6.2 Trap Cross Sections and Densities

In Section 2.4.1, surface-state charging was found to be a complicating factor in differential
capacity measurements of the flat-band potential. However, these effects can be used to
determine surface-state densities and energy levels. When an ac voltage is applied to a
junction, the occupancy of a surface state changes drastically when the surface Fermi level
moves through the surface-state energy level. The rapidity with which these surface states
are able to reach quasi-equilibrium depends on their ability to interact with the
conduction band or the valence band. Therefore, measurements of the capacitance of the
junction as a function of frequency and voltage have the potential to provide information
regarding the number of surface states and their energetic position. The same caveats
mentioned above for flat-band measurements by C—V methods apply to measurements of
surface-state densities. The equivalent information can be derived from measurements of
conductance as opposed to capacitance, and the conductance determination has the
advantage that interface state effects do not have to be separated from depletion layer and
double-layer effects.

Deep-level transient spectroscopy (DLTS), thermally stimulated capacitance, and
thermally stimulated current methods are offspring of capacitance—voltage measure-
ments, but they have the added parameters of temperature and time. Basically, a voltage
pulse is applied to a junction, and either the decay rate of capacitance or conductance is
measured as a function of temperature. As the temperature is lowered, those interface traps
or surface states toward the middle of the forbidden gap will lose their ability to
communicate thermally with the bands. So a change in temperature effectively allows
study of each trap level independently. The amplitude of the capacitance or conductance
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decay is related to the density of interface traps, and the rate of decay provides information
about the energies of the traps. The transient decay rate is also affected by variations in
capture cross sections, but this effect can be independently followed by changing the width
of the applied bias pulse. DLTS is the most promising of these techniques, because the
measurements are not affected by the thermal history of the sample.

2.6.3 Sub-Band-Gap Photocurrent Response

Another method for identification of surface-state energy levels involves optical excitation
of carriers into or out of the surface state [54]. This process, which requires irradiation
with sub-band-gap light, produces photocurrent that can be measured in a conventional
cell arrangement. Typically, the surface-state absorption is very small, and modulated
light with lock-in detection of current is used to measure the resulting signal. It is necessary
to take extreme care in eliminating sources of direct band-gap excitation of carriers at
energies below the fundamental absorption edge. A useful method to accomplish this takes
advantage of the common decrease in E, with increases in temperature, so that a heated
sample of the same semiconductor material can be used as an optical filter of the incident
light. The method has been used successfully to identify surface energy levels on Si, GaAs,
and other common semiconductors in contact with liquid electrodes.

For crystalline samples and colloidal systems, luminescence at energies lower than
band-gap is a widely used method for the location of surface-state levels. Additional
sensitivity can be achieved for surface traps versus bulk defect states by modulating the
potential applied to the semiconductor crystal and monitoring the luminescence with
phase-sensitive detection techniques. The bulk luminescence should not change as the
potential is varied, but the change in depletion width and field strength should effect large
changes in the luminescent yield for surface-related carrier recombination pathways. A
related set of experiments is electroluminescence, where one carrier is provided by
application of the applied potential and the other carrier is obtained by charge transfer
from a redox species in solution. These luminescence techniques have been employed quite
widely for the study of photocatalysts, and a wealth of information has been obtained
regarding surface-state energies, trapping-rate constants, and other important properties
of semiconductor-liquid interfaces.

3 SUMMARY

In this chapter we have described the preparation and characterization of photocatalyst
materials and have addressed methods for growth of single crystals, crystalline and
polycrystalline epilayers of the desired samples, and growth of colloidal systems of
photocatalyst particulates. Characterization techniques include surface characterization
methods, determination of important optical and electrical properties of the material, and
measurement of interfacial quantities such as the flat-band potential. With the theory of
Chapter 2 and the present tools for preparation and characterization of semiconductor
materials, we can now proceed, in the remainder of the book, to discuss the specific details
of photocatalyst behavior in systems of contemporary interest to chemists and physicists.
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